
Abstract. By means of a constructive procedure based on
local-scaling transformations, we have obtained the
following exact form for the noninteractive kinetic en-
ergy functional of general molecular systems:

Ts q½ � ¼ TW q½ � þ
P

I

R
XI
d3rIq5=3 rIð Þ 1þ rI � rrI lnk rIð Þ½ ��2=3

� 3þ rI � rrI lnk rIð Þ½ �2 sI
N rIð Þþ sCN rIð ÞþjI

N rIð ÞþjC
N rIð Þ

� �
;

where k(r) is the local-scaling transformation function,
TW[q] is the von Weiszäcker term and sI

N rIð Þ and
jI

N rIð Þare the radial and angular enhancement factors,
respectively, within an atomic domain WI. The terms
sCN rIð Þ and sCN rIð Þ(where C stands for ‘‘complement of I’’)
contain all contributions to the radial and angular
enhancement factors within WI coming from the ‘‘tails’’
of functions centered on nuclei outside WI. Also, in the
context of an ‘‘atoms-in-a-molecule’’ approach, we dis-
cuss the construction of approximations to the kinetic
energy enhancement factors appearing in the previous
expression for Ts[q].
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Introduction

There has been a renewed interest in the development of
density-dependent kinetic energy functionals because
such functionals avoid the N-dependence problem
inherent in the Kohn–Sham and related methods [1]. As
in the Kohn–Sham approach the central idea is to solve

orbital equations, the exact noninteracting kinetic
energy functional is introduced in its orbital representa-
tion. However, as there are N such equations, the
treatment of large systems meets with practical difficul-
ties. For this reason, the use of orbital-free kinetic en-
ergy functionals has been advocated [2].

There is, nonetheless, a formidable obstacle barring
the way to such orbital-free formulations. The fact is
that since by the virial theorem the exact kinetic energy
is equal in magnitude to the exact total energy, any at-
tempt to model the kinetic energy must meet the same
criterion of accuracy as is required for the total energy.
This contrasts quite markedly with the case of the ex-
change energy, which is an order of magnitude smaller
that the total energy, and even more with that of the
correlation energy, which is 2 orders of magnitude
smaller. Thus, while a relative error of 1/100 in the
correlation energy leads to an error of 1/10,000 in the
total energy the same relative error in the kinetic energy
leads to an error of 1/100 in the total energy.

It is clear then, that the accuracy of any kinetic en-
ergy model functional must be at least 2 orders of
magnitude greater than that of the correlation energy
model functional. That this is not a trivial task is re-
flected by the fact that to date there are no kinetic energy
functionals capable of attaining chemical accuracy [1, 3].
Moreover, even the problem of having kinetic energy
functionals that lead to the correct shell structure in
atoms has not been completely solved [4].

In the present work, following some earlier develop-
ments dealing with (one-dimensional) atomic radial
functions [5, 6, 7, 8], we employ a constructive procedure
for the purpose of generating an exact functional form
for the noninteracting kinetic energy of a molecular
system. The construction of this functional is possible
through the use of local-scaling transformations [7, 9,
10] adapted to three-dimensional atom-centered func-
tions. It must be mentioned that this constructive ap-
proach does not lead to the ‘‘universal functional’’ of the
Hohenberg–Kohn version of density functional theory
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[11, 12, 13], valid for all systems, but rather to forms
containing the usual q5/3 term multiplied by a system-
dependent enhancement factor [7].

We describe the generation of the kinetic energy
functional through the application of local-scaling
transformations in Sect. 2. We describe the exact
decomposition of this functional into a collection of
atom-centered functionals in Sect. 3. We consider a
particular realization, albeit exact, of this partition based
on an atoms-in-a-molecule approach in Sect. 4. We
discuss an atoms-in-a-molecule approximation where all
interaction terms are dropped and discuss, for the case of
diatomic molecules, how a computational scheme may be
devised for including these neglected terms in Sect. 5.
Finally, we present some conclusions. in Sect. 6.

Constructive derivation of the kinetic energy functional
for molecules

Consider a single Slater determinant:

U q½ �; r1; s1; . . . rN ; sNð Þ

¼ det
ffiffiffiffiffi
N !
p /1 q½ �; r1ð Þr1 s1ð Þ . . . /N q½ �; rNð ÞrN sNð Þf g: ð1Þ

The density-dependent orbitals /i q½ �; rð Þf gN
i¼1 are

obtained by applying local-scaling transformations to an
arbitrary ‘‘generating’’ set /i rð Þf gN

i¼1 according to

/i q½ �; rð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
q rð Þ

qg rTð Þ

s

/i rT
� �

; ð2Þ

where qg is the density associated with the generating set:

qg rð Þ ¼
XN

i¼1
/�i rð Þ/i rð Þ: ð3Þ

The basic problem we solve in the present work is
that of obtaining from

T U q½ �ð Þ½ � ¼ 1

2

XN

i¼1

Z

d3rrr/
�
i q½ �; rð Þ � rr/i q½ �; rð Þ ð4Þ

the corresponding kinetic energy functional expressed as
a functional of the one-particle density, q.

In view of Eq. (2) we can rewrite Eq. (4) as follows:

T U q½ �ð Þ½ � ¼TW q½ � þ 1

4

Z

d3rq rð Þ 1

q2
g rTð Þ

XN�1

i¼1

XN

j¼iþ1

/�i rT
� �
rr/j rT

� �
� /j rT

� �
rr/

�
i rT
� ��

�
�
�2

h

þ /i rT
� �
rr/j rT

� �
� /j rT

� �
rr/i rT

� ��
�

�
�2
i
;

ð5Þ

where we have used the notation ŒX Œ2=XX* and where
TW[q] is the von Weiszäcker term:

TW q½ � ¼ 1

8

Z

d3r
rrq rð Þ½ �2

q rð Þ : ð6Þ

Moreover, using Eq. (62) the kinetic energy becomes

T U q½ �ð Þ½ � ¼ TW q½ � þ 1

4

Z

d3rq rð Þk2 rð Þ 3þ r � rr ln k rð Þ½ �2

q2
g rTð Þ

�
XN�1

i¼1

XN

j¼iþ1
/�i rT
� �
rrT/j rT

� �
� /j rT

� �
rrT/

�
i rT
� ��

�
�
�2

h

þ /i rT
� �
rrT/j rT

� �
� /j rT

� �
rrT/i rT

� ��
�

�
�2
i
:

ð7Þ

Now, making use of Eq. (57), we can rewrite the ki-
netic energy as the following implicit functional of the
one-particle density:

T U q½ �ð Þ½ � ¼ TW q½ � þ 1

2

Z

d3rq5=3 rð ÞAN q; /if g½ �; rð Þ; ð8Þ

where the kinetic energy total modulating factor is

AN q; /if g½ �; rð Þ ¼ L1�2=3 q½ �; rð ÞL32 q½ �; rð ÞtN q; /if g½ �; rð Þ;
ð9Þ

with (see Appendix 1)

L1 q½ �; rð Þ ¼ 1þ r � rr ln k rð Þ½ �; ð10Þ

L3 q½ �; rð Þ ¼ 3þ r � rr ln k rð Þ½ � ð11Þ

and

tN q; /if g½ �;rð Þ ¼ 1

2q8=3
g rTð Þ

XN�1

i¼1

XN

j¼iþ1

� /�i rT
� �
rrT/j rT

� �
�/j rT

� �
rrT/

�
i rT
� ��

�
�
�2

h

þ /i rT
� �
rrT/j rT

� �
�/j rT

� �
rrT/i rT

� ��
�

�
�2
i
:

ð12Þ

This form becomes explicit when a particular choice
of {/i} is made and when r

T is expressed as an analytic
function of the density (an approximate analytic form is
given by Padé approximants).

Introducing the explicit form for rrT given by
Eq. (63), we can decompose tN into its radial and
angular components, sN and jN , respectively:

tN q; /if g½ �; rIð Þ ¼ sN q; /if g½ �; rIð Þ þ jN q; /if g½ �; rIð Þ;
ð13Þ
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where

sN q; /if g½ �; rð Þ ¼ 1

2q8=3
g rTð Þ

XN�1

i¼1

XN

j¼iþ1
fi�j /ð Þ
�
�

�
�2 þ fij /ð Þ

�
�

�
�2

h i

ð14Þ

and

jN q; /if g½ �; rð Þ ¼ 1

2q8=3
g rTð Þ

XN�1

i¼1

XN

j¼iþ1

� 1

rTð Þ2
gi�j /ð Þ
�
�

�
�2 þ gij /ð Þ

�
�

�
�2

� �
"

þ 1

rTð Þ2sin2h
hi�j /ð Þ
�
�

�
�2 þ hij /ð Þ

�
�

�
�2

� �
#

:

ð15Þ

In these equations,

fi�j /ð Þ ¼ /�i rT
� � @/j rT

� �

@rT � /j rT
� � @/i rT

� �

@rT
; ð16Þ

gi�j /ð Þ ¼ /�i rT
� � @/j rT

� �

@h
� /j rT

� � @/�i rT
� �

@h
ð17Þ

and

hi�j /ð Þ ¼ /�i rT
� � @/j rT

� �

@u
� /j rT

� � @/�i rT
� �

@u
; ð18Þ

with similar definitions fij*(/), fij(/), fi*j*(/), etc.

Reduction of the molecular kinetic energy functional
to a collection of atomic functionals

In the previous general expressions for the noninteract-
ing kinetic functional obtained in the context of local-
scaling transformations, the density-dependent trans-
formed vector rT appears explicitly in the expansion of
the modulating factor tN([q,{/i};r). Thus, any practical
implementation of the previous formulas requires the
calculation of rT over the whole molecule. Now, because
the molecular density is essentially made up by a col-
lection of slightly distorted atomic densities (i.e., densi-
ties which have their maxima at the atomic nuclei), the
locally scaled vector rT can be interpreted in terms of a
collection of atomic vectors rTI

	 
M
I¼1, each one of them

ascribed to an atomic volume WI.
In consequence, we treat the calculation of the den-

sity-dependent radial vector rT([q];r) for a multicenter
case by decomposing <3 into a collection of atomic
volumes WI, each one centered about a nucleus I such

that <3 ¼
SK

I¼1
XI :

We assume that both the generating and the trans-
formed molecular densities qg(r) and q(r), respectively,
are defined in the context of the Born–Oppenheimer
approximation for the same fixed frame of neuclear
coordinates. In addition, we require that these densities
satisfy the normalization condition yielding the total
number of electrons when integrated over the whole
three-dimensional space. The details of the procedure
which allows us to obtain the transformed vectors
rTI q½ �; rð Þ are discussed in Appendix 2.

The integration of the kinetic energy functional given
by Eq. (8) over these atomic subvolumes is given by

T U q½ �ð Þ½ � ¼
X

I

Z

XI

d3rtW q½ �; rð Þ

þ 1

2

X

I

Z

XI

d3rq5=3 rð ÞAN q; /if g½ �; rð Þ;
ð19Þ

where tW([q,{/i}];r) is the von Weiszäcker kinetic energy
density.

In order to treat in detail the decomposition of the
modulating factor AN([q,{/i];r) over the atomic subvo-
lumes, we refer to the usual expansion of the molecular
orbital set /if gN

i¼1 in terms of atomic-centered func-
tions:

/i rð Þ ¼
XM

J¼1
/J rJð Þ; ð20Þ

where rJ = r)RJ. But, as the origin of the coordinate
system is arbitrary, we are free to set RI=0 in Eq. (19)
when integrating over each one of the domains WI.
When this is done, we have r=rI.

It follows from this fact that we can rewrite the radial
modulating factor as

sN q; /if g½ �; rIð Þ ¼ sI
N q; /if g½ �; rIð Þ þ sCN q; /if g½ �; rIð Þ;

ð21Þ

where sI
N q; /if g½ �; rIð Þ contains all contributions coming

from functions centered within WI and sCN q; /if g½ �; rIð Þ
(here C stands for ‘‘complement’’ of WI) the ‘‘tails’’ of
functions centered outside WI.

Using Eq. (20), one can readily see that the terms
appearing in Eq. (21) are given by

sI
N q; /if g½ �;rIð Þ¼ 1

2q8=3
g rTð Þ

XN�1

i¼1

XN

j¼iþ1
f II

i�j /ð Þ
�
�
�

�
�
�
2

þ f II
ij /ð Þ
�
�
�

�
�
�
2

� �

ð22Þ

and

sCN q; /if g½ �;rIð Þ¼ 1

2q8=3
g rTð Þ

XN�1

i¼1

XN

j¼iþ1
F C

i�j /ð Þ
�
�
�

�
�
�
2

þ F C
ij /ð Þ

�
�
�

�
�
�
2

� �

:

ð23Þ
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In the previous expression,

f II
i�j /ð Þ ¼ /�Ii rTI

� � @/I
j rTI
� �

@rTI
� /I

j rTI
� � @/�Ii rTI

� �

@rTI
ð24Þ

and

F C
i�j /ð Þ ¼ fi�j /ð Þ

�
�

�
�2 � f II

i�j /ð Þ
�
�
�

�
�
�
2

; ð25Þ

where

fi�j /ð Þ ¼ /�i rTI
� � @/j rTI

� �

@rTI
� /j rTI

� � @/i rTI
� �

@rTI
: ð26Þ

Similarly, we have the following decomposition for the
angular modulating factor:

jN q; /if g½ �; rIð Þ ¼ jI
N q; /if g½ �; rIð Þ þ jC

N q; /if g½ �; rIð Þ;
ð27Þ

where

jI
N q; /if g½ �; rIð Þ ¼ 1

2q8=3
g rTð Þ

XN�1

i¼1

XN

j¼iþ1

� 1

rTIð Þ
2

gII
i�j /ð Þ

�
�
�

�
�
�
2

þ gII
ij /ð Þ

�
�
�

�
�
�
2


 �(

þ 1

rTIð Þ
2
sin2 h

hII
i�j /ð Þ

�
�
�

�
�
�
2

þ hII
ij /ð Þ

�
�
�

�
�
�
2


 �)

ð28Þ

and

jC
N q; /if g½ �; rIð Þ ¼ 1

2q8=3
g rTð Þ

XN�1

i¼1

XN

j¼iþ1

1

rTIð Þ
2

GC
i�j /ð Þ

�
�
�

�
�
�
2


"

þ GC
ij /ð Þ

�
�
�

�
�
�
2
�

þ 1

rTIð Þ
2
sin2 h

� HC
i�j /ð Þ

�
�
�

�
�
�
2

þ HC
ij /ð Þ

�
�
�

�
�
�
2


 �#

: ð29Þ

The auxiliary terms are defined by

gII
i�j /ð Þ ¼ /�Ii rTI

� � @/I
j rTI
� �

@h
� /I

j rTI
� � @/�Ii rTI

� �

@h
ð30Þ

and

hII
i�j /ð Þ ¼ /�Ii rTI

� � @/I
j rTI
� �

@u
� /I

j rTI
� � @/�Ii rTI

� �

@u
: ð31Þ

In addition, we have

GC
i�j /ð Þ ¼ gi�j /ð Þ

�
�

�
�2 � gII

i�j /ð Þ
�
�
�

�
�
�
2

ð32Þ

and

HC
i�j /ð Þ ¼ hi�j /ð Þ

�
�

�
�2 � hII

i�j /ð Þ
�
�
�

�
�
�
2

: ð33Þ

An atoms-in-a-molecule representation

Let us consider the 1-matrix in the representation of the

atom-centered functions vI
i rI

	 
mI

i¼1

n oM

I¼1
:

D1 r; r0ð Þ ¼ /
!y

rð Þ/! r0ð Þ ¼ v!y rð ÞCyC v! r0ð Þ
¼ v!y rð ÞN v! r0ð Þ: ð34Þ

In this expression, /
!y

rð Þ ¼ /1 rð Þ . . . /N rð Þ is the
row vector comprising the N occupied molecular

orbitals, C ¼ C
!1

. . . C
!M

is the matrix of expansion

coefficients (comprising the vectors C
!I

over atomic

functions) and v!y rð Þ ¼ v!1y
r1ð Þ . . . v!Ny

rMð Þ, where
v!Iy

rIð Þ ¼ v
Iy
1 rIð Þ . . . v

Iy
mI rIð Þ.

The 1-matrix N is

N ¼
N11 � � � N1M

..

. ..
. ..

.

NM1 � � � NMM

0

B
@

1

C
A; ð35Þ

where NIJ ¼ ~CIy~CJ
.

At each center I we define the atoms-in-a-molecule
[14, 15, 16] atomic functions as

w
!I

rIð Þ ¼ UI v!I
rIð Þ ð36Þ

such that they diagonalize the matrix N
II:

nII ¼ UINIIUIy: ð37Þ

This allows us to separate the 1-matrix into a diag-
onal part, expanded in terms of the atom-in-a-molecule
functions and a nondiagonal part embracing the delo-
calized contributions:

D1 r; rð Þ ¼ D1
aim r; rð Þ þ D1

deloc r; rð Þ: ð38Þ

In terms of the atoms-in-a-molecule atomic functions

ffwI
g;iðrIÞg

mI

i¼1g
M

I¼1 ðwhere mI>NI ; with
PM

I¼1 NI ¼ N
�

the atom-in-a-molecule part of the 1-matrix is

D1
aim r; rð Þ ¼

XM

I¼1

XmI

i¼1
nII

ii w
I
g;i rIð ÞwI

g;i r
0
Ið Þ: ð39Þ

Each atom-in-a-molecule has a charge NI ¼
PmI

i¼1 n
II
ii

which is, in general, noninteger. Also, since mI‡NI, there
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appear ground and excited atomic orbitals with frac-
tional occupation numbers.

Let us consider now an atom-in-a-molecule decom-
position of T[Fq]. Dividing the total space into atomic
subvolumes WI, we have

T U q½ �½ � ¼ TW q½ � þ 1

2

XM

I¼1

Z

XI

d3rIq
5=3 rIð ÞAN q; /if g½ �; rIð Þ;

ð40Þ

AN q; /if g½ �; rIð Þ
¼ L q½ �; rTI

� �
tI
N q; /if g½ �; rIð Þ þ tCN q; /if g½ �; rIð Þ
� �

;
ð41Þ

tI
N q; /if g½ �; rIð Þ ¼ 1

4q8=3
g rTIð Þ

XmI

i¼1

XmI

j¼1
nII

ii nII
jj

� tII
i�;j w½ �; rTI
� ��

�
�

�
�
�
2

þ tII
i;j w½ �; rTI
� ��

�
�

�
�
�
2


 �

ð42Þ

and

tII
i�;j w½ �; rTI
� �

¼ w�i rTI
� �
rrTI

w�j rTI
� �

� wj rTI
� �
rrTI

w�i rTI
� �

:

ð43Þ

Clearly, tCN is the complement of tI
N and rTI is the lo-

cally scaled position vector within an atomic subvolume
WI.

Approximate expressions for the atomic
modulating factors

In Eq. (19), although the whole three-dimensional space
is partitioned into nonoverlaping atomic volumes, the
quantities tW([q];rI), q5/3(rI) and AN([q];rI) are those of
the whole molecular system within a given volume WI.
However, in view of the fact that in terms of the one-
particle density, the superposition of atomic densities of
isolated atoms (placed at the positions they would oc-
cupy in the molecule) yields a ‘‘molecular’’ density not
too dissimilar from the actual density of the molecular
system, it is of interest to determine whether the mod-
ulating factor AN([q];rI) for a molecule resembles or not
the corresponding atomic modulating factor AI

N q½ �; rIð Þ
within the volume WI.

This question has been examined elsewhere [17].
Briefly, the results indicate that the superposition of
atomic modulating factors defined within nonoverlaping
volumes for a diatomic molecule compares quite well
with the actual molecular modulating factors. The
physical meaning of this finding is not surprising. It just
points toward the expected result that the inner-shell
structure is maintained when atoms combine to form
molecules. Essentially it is the structure of the outer shell

that varies upon bond formation. The degree of varia-
tion depends, of course, upon the physical system, but,
by and large, it arises from perturbations of the atomic
charge densities.

In principle, therefore, the following approximation
is quite reasonable:

AN q½ �; rIð Þ ’ AI
N q½ �; rIð Þ � 1þ r � rr ln kI rð Þ

� ��2=3

� 3þ r � r!r ln kI rð Þ
h i2

tI
N q½ �; rð Þ;

ð44Þ

where kI(r) is the atomic local-scaling function and
where tI

N q½ �; rð Þ is the atomic factor

tI
N q½ �; rð Þ ¼ sI

N q½ �; rIð Þ þ jI
N q½ �; rIð Þ: ð45Þ

Again, the numerical results obtained using this
approximation are quite encouraging [17] and are more
accurate than those obtained with generalized gradient
approximation kinetic energy functionals, for example.
But, notwithstanding the value of these approxima-
tions, we discuss in this section, a feasible way for
obtaining the whole term AN([q];rI). We illustrate
this situation for the particular case of diatomic
molecules.

Let us assume that the ‘‘generating’’ molecular orbi-
tals for a diatomic molecule are given as linear combi-
nations of atom-centered functions and, furthermore, let
us place the center of coordinates at the nucleus A.
Thus, we have

/i rAð Þ ¼ /A
i rAð Þ þ /B

i rBð Þ; ð46Þ

where

/A
i rAð Þ ¼

X

j

CA
j vAj rAð Þ; ð47Þ

with a similar definition for /B
i rBð Þ:

We assume that the atomic orbitals for center A are
given by

vAj rAð Þ ¼ SnAj ;l
A
j

rAð ÞYlAj ;m
A
j

hA;uAð Þ; ð48Þ

with a similar definition for center B. Although, clearly,
the choice of SnAj ;l

A
j

rAð Þ is arbitrary, we have shown
elsewhere that the generalized Slater-type orbitals
(GSTOs),

Sn;l rð Þ ¼ Nnlr
n�1 exp �1rb

� �
; ð49Þ

form a particularly convenient basis set for atoms. In
fact, by means of these functions, we have been able to
obtain explicit density functionals for the energy of
spherically symmetric atoms using only one GSTO per
electron.

Now, for the evaluation of sBN q½ �; rAð Þ and jB
N q½ �; rAð Þ

(for diatomics, C or the ‘‘complement’’ of A is B) within
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the subvolume WA, we see that we would have to cal-
culate terms such as the following one:

@vBj rTB
� �

@rTA
¼

@SnBj ;l
B
j

rTB
� �

@rTB

 !
@rTB
@rTA


 �

YlAj ;m
A
j

hB;uBð Þ

þ SnBj ;l
B
j

rTB
� � @YlAj ;m

A
j

hB;uBð Þ
@hB

 !
@hB
@rTA


 �

:

ð50Þ

From the fact that we can express the coordinates rB
and hB, as functions of the coordinates in A, namely,

rB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2A þ RAB RAB � 2rA cos hAð Þ

q
; ð51Þ

cos hB ¼
RAB � rA cos hA

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2A þ RAB RAB � 2rA cos hAð Þ

q ; ð52Þ

we obtain the following explicit expressions:

@rTB
@rTA


 �

¼ rTA � RAB cos hA
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rTA
� �2 þ RAB RAB � 2rTA cos hA

� �q ; ð53Þ

@hB
@rTA


 �

¼ RAB sin hA

rTA
� �2 þ RAB RAB � 2rTA cos hA

� � : ð54Þ

Similar expressions can be obtained for the terms
appearing in the angular contribution to the modulating
factor.

Although we have dealt here with a diatomic mole-
cule, the extension to polyatomic molecules is more
complicated but essentially straightforward. Thus, for
general multicentered systems we may also obtain, in
principle, analytic expressions for the radial modulating
factors sI

N q½ �; rIð Þ and sCN q½ �; rIð Þ as well as for the
angular modulating factors jI

N q½ �; rIð Þ and jC
N q½ �; r

!
I

� �

appearing in Eqs. (22) and (28), respectively. Moreover,
because we have partitioned space into nonoverlaping
subvolumes, it follows that the locally scaled coordinate
rTI can be calculated within each region WI (this point is
further discussed in Appendix 2).

Conclusions

By means of a constructive method based on the use of
local-scaling transformations we have been able to de-
rive, in the present work, a general and exact density
functional for the kinetic energy term Ts[q]. We have
shown that this exact expression contains the von We-
iszäcker term plus another contribution whose main
factor is q5/3, (namely, the Thomas–Fermi term), mul-
tiplied by the modulating factor AN([q];r). The latter
depends upon the number of particles, N, and on the set,

{/i}, of ‘‘generating’’ functions. Thus, this modulating
term is system-dependent.

Actual realizations of AN([q];r) and, hence, of Ts[q]
can be obtained through the choice of a particular form
for the set {/i}. We advocate the use of molecular
orbitals formed by atomic GSTOs, because in the case of
atoms, only one GSTO per electron is needed to attain
an accuracy comparable (up to millihartrees) to that of
Hartree–Fock calculations. Hence, this high accuracy is
reached without having to optimize linear expansion
coefficients.

In the present work we have devised a method for
obtaining analytic expressions for the enhancement
factor AN([q];r), regardless of the form of the atomic
radial wavefunctions. This method allows us, in turn, to
obtain an analytic expression for Ts[q]. Moreover, we
have decomposed this analytic form into contributions
circumscribed to atomic domains. This has the added
advantage that within each one of these domains the
local-scaling transformation function, k, for the mole-
cule can be calculated by the same techniques we have
previously applied to atoms. The difference is that in the
present case, we must deal with nonspherical atoms, a
fact that adds no essential difficulty to our task.

In the present work, we have also considered an
approximate evaluation of the enhancement factor
AN([q];r) by applying an atoms-in-a-molecule approach.
Obviously there are several advantages associated with
this type of approximation. In the first place, the eval-
uation of both the local-scaling transformations and the
energy expressions within an arbitrary atomic domain
can be performed using almost the same techniques that
we used in atoms. Slight modifications come from the
fact that, in general, we have to deal with nonspherical
atoms (this point is discussed in Appendices 1 and 2). In
the second place, the present formulation allows us to
treat the atomic domains as open systems, capable of
either gaining or losing atomic charge. Clearly, the
charge-conservation condition is enforced for the total
system, but charge transfer is allowed at the atoms-in-a-
molecule level. In the third place, the present formula-
tion allows us to treat the charge occupation numbers

nII
ii

	 

appearing in Eq. (42) as variational parameters.

This characteristic may become quite useful for orbital-
free molecular dynamics simulations employing this type
of kinetic energy functional.
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Appendix 1: Local-scaling and the transformation
of the gradient operator

Local-scaling transformations are generalizations of the
well-known scaling transformations. The latter carry a
vector r into a transformed vector kr, where k is a con-
stant. The constancy of k means that the vector r is
modified uniformly in each point of the Euclidean space
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<3. On the other hand, local-scaling transformations
distort the vector r at each point of <3, so the trans-
formed vector becomes rT=(xT,yT,zT) ” [k(r)x,
k(r)y,k(r)z]. In this case k(r) is a function.

The importance of local-scaling transformations for
density functional theory is that they are density-
dependent transformations. In fact, they satisfy the fol-
lowing equation relating an initial or ‘‘generating’’
density, qg(r), to a final density, q(r):

q rð Þ ¼ J rT; r
� �

qg rT
� �

; ð55Þ

where J(rT;r) is the Jacobian of the transformation and
is given by

J k rð Þr; r½ � ¼

@xT
@x

@yT

@x
@zT
@x

@xT
@y

@yT

@y
@zT
@y

@xT
@z

@yT

@z
@zT
@z

0

B
B
@

1

C
C
A ¼ k3 rð Þ 1þ r � rr ln k rð Þ½ �:

ð56Þ

From Eqs. (55) and (56) we can obtain the following
first-order differential equation for the transformation
function k(r):

k rð Þ ¼ q rð Þ
qg rTð Þ

" #1=3

1þ r � rr ln k rð Þ½ ��1=3: ð57Þ

In spherical coordinates, the gradient operator is
given by

rr ¼ Îr
@

@r
þ Îh

1

r
@

@h
þ Îu

1

r sin h
@

@u

¼ Îr � Îh
1

r
; Îu

1

r sin h


 � @
@r
@
@h
@
@u

0

B
@

1

C
A: ð58Þ

In order to rewrite this expression in terms of the
transformed coordinates, we must first evaluate

@
@r
@
@h
@
@u

0

B
@

1

C
A ¼

@rT
@r

@hT

@r
@uT

@r
@rT
@h

@hT

@h
@uT

@h

@rT
@u

@hT

@u
@uT

@u

0

B
B
@

1

C
C
A

@
@rT

@
@hT

@
@uT

0

B
@

1

C
A: ð59Þ

The transformed radial coordinate is rT=k(r)r;
however, because local-scaling transformations do not
change the direction of the transformed vector rT, the
transformed angles are hT=h and uT=u. Evaluating the
transformation matrix, we obtain

rr ¼ l̂r � l̂h
1

r
; l̂u

1

r sin h


 � @k
@r r þ k
� �

0 0
@k
@h r 1 0
@k
@u 0 1

0

B
@

1

C
A

@
@rT
@
@h
@
@u

0

B
@

1

C
A:

ð60Þ

Noticing that

l̂r

l̂h
1
rT

l̂u
1

rT sin h

0

B
@

1

C
A l̂r; l̂h

1

rT
; l̂u

1

rT sin h


 �

¼
1 0 0

0 1 0

0 0 1

0

@

1

A ð61Þ

and introducing this decomposition of the unit matrix at
the right of the squarematrix in Eq. (60), we obtain finally

rr ¼ k rð Þ 3þ r � rr ln k rð Þ½ �rrT ; ð62Þ

where

rrT ¼ l̂r
@

@rT
þ l̂h

1

rT
@

@h
þ l̂u

1

rT sin h
@

@u
: ð63Þ

Appendix 2: Local-scaling transformations
for nonspherical atoms in arbitrary volumes

We consider here the problem, treated for the case of
Cartesian coordinates in Ref. [7], of a general noniso-
tropic density transformation for the case of spherical
coordinates. Let us consider a density transformation
that takes (r,h,u) fi (rT,hT,uT), where we assume that

rT ¼ rT r; h;uð Þ; hT ¼ hT h;uð Þ; uT ¼ uT uð Þ: ð64Þ

Clearly, when we let hT=h and uT=u, we recover the
particular case of local-scaling transformations. The
Jacobian of this transformation is

J rT; r
� �

¼

@rT
@r 0 0
@rT
@h

@hT

@h 0

@rT
@u

@hT

@u
@uT

@u

�
�
�
�
�
�
�

�
�
�
�
�
�
�

rTð Þ2 sin hT

r2 sin h

¼ @rT

@r
@hT

@h
@uT

@u

rT
� �2

sin hT

r2 sin h
: ð65Þ

Using Eq. (65), we can rewrite Eq. (55) as follows:

drr2dh sin hduq r; h;uð Þ

¼ drT rT
� �2

dhT sin hTduTqg rT; hT;uT
� �

:
ð66Þ

Assuming that this system is placed within a volume
W(r,h,u) surrounding the origin of the coordinates and is
bounded by a surface S(r,h,u), we obtain upon inte-
gration of Eq. (66) the following equation for the

determination of uT(u):

Z u

0

du
Z p

0

dh sin h
Z rS

0

drr2q r; h;uð Þ

¼
Z uT

0

du
Z p

0

dhT sin hT
Z rTS

0

drT rT
� �2

qg rT; hT;uT
� �

;

ð67Þ
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where r S; rTS 2 S r; h;uð Þ. This equation can be rewritten
as A(u)=Ag(u

T). Solving this equation, one can obtain
uT(u), which in turn can be used in the following
equation through which hT(h,u) is determined:

Z p

0

dh sin h
Z rS

0

drr2q r; h;uð Þ

¼
R p
0 dh sin h

R rS

0 drr2q r; h;uð Þ
R p
0 dhT sin hT

R rTS
0 drT rTð Þ2qg rT; hT;uT

� �

�
Z hT

0

dhT sin hT
Z rTS

0

drT rT
� �2

qg rT; hT;uT
� �

: ð68Þ

Using uT(u) and hT(h,u) determined by Eqs. (67) and
(68), respectively, one can determine rT(r,h,u) for r,
rT2W by solving the following equation:

Z r

0

drr2q r; h;uð Þ ¼
R rS

0 drr2q r; h;uð Þ
R rTS
0 drT rTð Þ2qg rT; hT;uT

� �

�
Z rT

0

drT rT
� �2

qg rT; hT;uT
� �

:

ð69Þ

For the case when hT=h and uT=u, Eq. (69) can be
solved along a fixed ray h0,u0 to obtain rT(r,h0,u0). By
spanning over all rays, we obtain the full locally scaled
function rT(r,h,u).
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